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ABSTRACT 

  We study the delay performance of a sensor network, whose nodes access the medium by using the 

unslotted MAC protocol specified by the IEEE 802.15.4 standard. Unlike previous works, which focus on the 

average throughput and delay analysis, we develop a detailed model that allows us to obtain the delivery delay 

distribution of messages sent by concurrently contending sensors toward a central controller. We carry out a 

transient analysis that is of particular interest when sensor networks are deployed to provide  -coverage for real-

time applications, and we study both single- and multi-hop network topologies [4]. We validate our analytical 

results against simulation results obtained through ns2. 
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I. INTRODUCTION 

IEEE standard 802.15.4 intends to offer the 

fundamental lower network layers of a type of 

wireless personal area network (WPAN) which 

focuses on low-cost, low-speed ubiquitous 

communication between devices (in contrast 

with other, more end-user oriented approaches, 

such as Wi-Fi). The emphasis is on very low 

cost communication of nearby devices with little 

to no underlying infrastructure, intending to 

exploit this to lower power consumption even 

more[3]. 

The basic framework conceives a 10-meter 

communications range with a transfer rate of 

250 kbit/s. Tradeoffs are possible to favor more 

radically embedded devices with even lower 

power requirements, through the definition of 

not one, but several physical layers. Lower 

transfer rates of 20 and 40 kbit/s were initially 

defined, with the 100 kbit/s rate being added in 

the current revision.[9][12] 

Even lower rates can be considered with the 

resulting effect on power consumption. As 

already mentioned, the main identifying feature 

of IEEE 802.15.4 among WPAN's is the 

importance of achieving extremely low 

manufacturing and operation costs and 

technological simplicity, without sacrificing 

flexibility or generality. 

Important features include real-time 

suitability by reservation of guaranteed time 

slots, collision avoidance through CSMA/CA 

and integrated support for secure 

communications. Devices also include power 

management functions such as link quality and 

energy detection. IEEE 802.15.4-conformant 

devices may use one of three possible frequency 

bands for operation.[3][4] 

II. RELATED WORK  

 The first one is the full-function device 

(FFD). It can serve as the coordinator of a 

personal area network just as it may function as 

a common node. It implements a general model 

of communication which allows it to talk to any 

other device: it may also relay messages, in 

which case it is dubbed a coordinator[5] (PAN 

coordinator when it is in charge of the whole 

network). 
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On the other hand there are reduced-

function devices (RFD). These are meant to be 

extremely simple devices with very modest 

resource and communication requirements; due 

to this, they can only communicate with FFD's 

and can never act as coordinators. 

 Frames are the basic unit of data 

transport, of which there are four fundamental 

types (data, acknowledgment, beacon and MAC 

command frames), which provide a reasonable 

tradeoff between simplicity and robustness. 

Additionally, a superframe structure, defined by 

the coordinator, may be used, in which case two 

beacons act as its limits and provide 

synchronization to other devices as well as 

configuration information. A superframe 

consists of sixteen equal-length slots, which can 

be further divided into an active part and an 

inactive part, during which the coordinator may 

enter power saving mode, not needing to control 

its network[7]. 

Within superframes contention occurs 

between their limits, and is resolved by 

CSMA/CA. Every transmission must end before 

the arrival of the second beacon. As mentioned 

before, applications with well-defined 

bandwidth needs can use up to seven domains of 

one or more contention less guaranteed time 

slots, trailing at the end of the super frame. The 

first part of the super frame must be sufficient to 

give service to the network structure and its 

devices. Super frames are typically utilized 

within the context of low-latency devices, whose 

associations must be kept even if inactive for 

long periods of time.[1][3] 

Data transfers to the coordinator require 

a beacon synchronization phase, if applicable, 

followed by CSMA/CA transmission (by means 

of slots if superframes are in use); 

acknowledgment is optional. Data transfers from 

the coordinator usually follow device requests: if 

beacons are in use, these are used to signal 

requests; the coordinator acknowledges the 

request and then sends the data in packets which 

are acknowledged by the device. The same is 

done when super frames are not in use, only in 

this case there are no beacons to keep track of 

pending messages. 

Point-to-point networks may either use 

unslotted CSMA/CA or synchronization 

mechanisms; in this case, communication 

between any two devices is possible, whereas in 

“structured” modes one of the devices must be 

the network coordinator. 

In general, all implemented procedures follow a 

typical request-confirm/indication-response 

classification. 

a) Bandwidth is limited (tens of kbps) 

b) In most applications, fixed nodes 

c) Energy efficiency is an issue 

d) Resource constrained 

e) Most traffic is user-to-gateway 

f) Wireless Mesh Networks 

g) Bandwidth is generous (>1Mbps) 

h) Some nodes mobile, some fixed 

i) Normally not energy limited 

j) Resources are not an issue 

k) Most traffic is user-to-gateway 

 

III. EXISTING APPROACHES 

 

In wireless networking domain, diverse 

wireless technologies are utilized for sharing 

data and providing data services. Among the 

available technologies, the leading examples are 

the widely-deployed 3G cellular networks and 

IEEE 802.11-based Vehicular Ad hoc Networks 

(VANETs). 3G cellular networks, such as 

Universal Mobile Telecommunication Systems 

(UMTS), are pre-dominantly used for wide-area 

wireless data and voice services via access to a 

Base Station Transceiver (BST), also referred to 

as UMTS Node B. On the other hand, VANETs 

are used for shortrange, high-speed 

communication among nearby vehicles, and 

between vehicles and roadside infrastructure 

units. Vehicleto- Vehicle (V2V) communication 

supports services such as car collision avoidance 

and road safety by exchanging warning 

messages across vehicles[10][11]. 

 

 

http://en.wikipedia.org/wiki/Superframe
http://en.wikipedia.org/wiki/CSMA/CA
http://en.wikipedia.org/wiki/Acknowledgment
http://en.wikipedia.org/wiki/CSMA/CA
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IV. PROPOSED MODEL 

 

A novel architecture that integrates 

3G/UMTS networks with VANET networks. In 

this architecture, a minimum number of 

gateways, per time instance, is selected to 

connect ordinary vehicles with the UMTS 

network. Route stability, mobility features, and 

signal strength of vehicles are all taken into 

consideration when clustering vehicles and 

selecting vehicle gateways. Gateway discovery 

and migration scenarios are also considered and 

adequate solutions are presented. The envisioned 

3G/VANET[10] integrated network with 

minimum number of gateways is expected to 

prevent frequent handoffs at UMTS base 

stations and the associated signaling overhead; 

an event more likely to occur when all vehicles 

connect directly to the UMTS network. By using 

this integrated VANET-3G[12] network and 

having minimum number of optimal gateways at 

an instance, even vehicles without 3G interface 

can access the UMTS network. On other hand, 

by allowing more than one gateway to operate at 

an instance, bottlenecks and congestion across 

the path towards a single gateway can be 

eliminated.  

A. SINGLE-HOP NETWORK 

TOPOLOGIES 

Here, we consider a single-hop network 

topology where all nodes can communicate with 

the central controller and are in radio proximity 

of each other. We first detail the model of 

asingle message transfer from a sensor to the 

central controller, then we describe how the 

model is extended to represent the transfer of 

multiple messages. We finally outline the model 

solution method, and highlight the techniques 

that we apply to reduce the model 

complexity.[8][11] 

1. Single message transfer 

We describe the behavior of a single 

message, which is generated by a sensor and 

transferred to the central controller, by using a 

Hybrid Automata (HA), i.e., a formal model to 

handle systems with both discrete and 

continuous components. 

 

2. Solution technique 

The solution technique we adopt consists of 

three phases: 

1) time discretization,  

2) transient solution and  

3) performance metrics computation. 

Time discretization. Recall that each 

HA, representing the behavior of a single 

message, is characterized by: (i) the variable 

Hop, which takes on the identifier of the link 

currently traversed by the message; (ii) the 

variable FR, which records the number of failed 

transmission attempts; (iii) the discrete variable 

NB, which records the current number of  

backoff values extracted for the corresponding 

message, and (iv) a continuous variable   , 

which tracks the time spent by the HA in a 

state.[5][10] Conditions  model the 

dependencies among the automata that represent 

different messages .As the first step, we 

discretize the time evolution of the system by 

taking as discrete time unit the greatest common 

divisor of all time durations Δ  (namely, 32  s).  

By doing so, we convert each HA into a DTMC: 

given Hop = first_hop 

A portion of the DTMC generated by matrix B, 

for NB = 0 

3. Transient solution   

The transient solution of the DTMC representing 

the whole network model is carried out by using 

standard techniques[3][4] . Let us denote with 

   the vector describing the state probability at 

time  , then   +1 can be computed as   +1 = 

  C. However, the solution procedure still 

presents a serious challenge: the number of 

entries    grows exponentially with the number 

of report messages. To overcome this problem, 

we observe that: 
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(i) the system starts from a single state, i.e., the 

one in which all HAs are in the START state; 

(ii) most of the rows of matrix F, and hence of 

matrix C, have only one non-zeroelement, since 

they simply represent the advance in time. The 

rows of matrix C with more than one non-zero 

element are  only those corresponding to the 

extraction of a backoff value;(iii) often, different 

trajectories in the state space lead to the same 

state; this happens, for instance, when a node 

has to perform two or more backoff extractions, 

and they sum up to the same value  

(iv) we are not interested in the transfer of a 

specific message, since all report messages are 

equivalent. For example, a state where message 

1 is in state    and message 2 is in state    is 

identical to the state where message 1 is in state 

   and message 2 is in state   ; 

(v) all messages reach an absorbing state (either 

SUCCESS or FAIL) in a finite time. As a 

consequence, the state space will eventually 

reduce to the possible combinations of the 

absorbing states (which are very few).  

B. CONCLUSION 

We studied the performance of a wireless 

sensor network for event detection, which 

implements the IEEE 802.15.4 standard [12]. 

We carried out  analysis of the system when   

sensors detect the event and attempt to send their 

report to a central controller. Both single- and 

multi-hop networks were considered. We 

validated our model, which was shown to be 

very accurate, through simulations carried out 

with ns2. By using the proposed model, we 

derived the delay distribution of each detection 

report delivery, as well as the probability that   

out of   reports reach the central controller 

within a given time constraint.   Data 

aggregation, instead, can be easily included by 

letting the relay node wait for the reception of a 

certain number of reports before accessing the 

channel and starting transmitting the aggregated 

information.  
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