SINGLE IMAGE DEBLURRING FOR A REAL-TIME FACE RECOGNITION SYSTEM
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ABSTRACT: Blur due to motion and atmospheric turbulence is a variable that impacts the accuracy of computer vision-based face recognition techniques. However, in images captured in the wild, such variables can hardly be avoided, requiring methods to account for these degradations in order to achieve accurate results in real time. One such method is to estimate the blur and then use deconvolution to negate or, at the very least, mitigate the effects of blur. In this paper, we describe a method for estimating motion blur and a method for estimating atmospheric blur. Unlike previous blur estimation methods, both methods are fully automated, allowing integration into a real-time facial recognition pipeline. We show experimentally, on datasets processed to include synthetic and real motion and atmospheric blur, that these techniques improve recognition more than prior work. At multiple levels of blur, our results demonstrate significant improvement over related works and our baseline on data derived from both the FERET (fairly constrained data) and Labeled Faces in the Wild (fairly unconstrained data) sets.

I. INTRODUCTION

Facial recognition technology allows for a convenient and non-invasive way to recognize an unknown subject. However, the task of unconstrained face recognition still remains a challenging problem because of its fundamental difficulties concerning various factors in the real world such as pose (in-plane and out-plane rotation), illumination changes, facial expressions, and atmospheric and motion blur. The first three issues are primarily properties of the face in three-dimensions, whereas blur is a variable at the image level. That is to say that until an image is captured, no concrete notion of blur exists between target object and observing body. As soon as the scene is captured, an artifact representing changing environmental conditions over the course of the integration time is apparent. One approach to solving the greater problem of unconstrained environments involves reducing the set of gallery and probe images so that it approximates a constrained environment face recognition problem. This approach lends itself rather well to the case of blurred images, since blur is an artifact at the image level and thus can be reversed (theoretically) simply by manipulating the image. This, then, raises the question of how to manipulate the image such that the recorded blur is reversed or, at the very least and far more likely, mitigated. Many previous works on the difficulties in facial recognition due to various factors in the real world have focused on pose and illumination variations, but only a few have focused on the issue of motion blur and atmospheric blur. The focus of this paper is automatic motion and atmospheric blur estimation and deblurring for a real-time facial recognition system. Motion and atmospheric deblurring is a highly ill-posed problem where the observed image \( g(x, y) \) is the convolution of the original image \( f(x, y) \) and the unknown blur kernel \( d(x, y) \) plus additive noise \( n(x, y) \).

\[
g(x, y) = f(x, y) \otimes d(x, y) + n(x, y) \tag{1}
\]

To combat motion blur, many methods using multiple images to perform motion blur estimation have been proposed. They seek to utilize correlation among blurred images, based on the observation that all blur observations come from the same latent image [1]. However, for a real-time facial recognition system this assumption is not satisfied since there can be multiple faces in the image with different levels of blur and there is no guarantee that the same face will be found in subsequent frames. One method using a blur/noisy pair [2] shows good estimation and deblurring results but requires an exposure bracketing function that is not available on most cameras, thereby limiting the application range of this algorithm. Other current methods are focused on space-variant motion blur estimation, nonparametric blur kernel estimation, and blind deconvolution for motion [3], [4], [5]. However, the computational complexity and processing time of these algorithms does not fit into the constraints of a real-time facial recognition system with today’s hardware. Our motion work is based on the previous work of using a single image to estimate the motion or atmospheric blur point spread function (PSF) and then use a deconvolution filter such as a Wiener filter to recover the image. These approaches are based on the fact that some of the blur PSFs have periodic zeros in the frequency domain that can be used to estimate the blur length and direction [6]. Although this approach is somewhat sensitive to noise, it does provide a reasonable tradeoff between algorithm performance,
computational complexity, and processing time and is the basis for our current motion blur estimation and compensation algorithm. On the topic of atmospheric blur, the distortion caused by thermal aberrations in the atmosphere, there has been extensive research on blind deconvolution algorithms over the past 20 years [7], [8]. Blind deconvolution algorithms can be generally categorized into two methods. The first method, which our atmospheric work is based on, separates the atmospheric blur PSF identification as a separate procedure from restoration and is usually a non-iterative process. For example, [9] proposes to estimate the PSF directly from the image using automatic best step-edge detection and then use this information to compute the atmospheric modulation transfer function (MTF) to restore the image.

**II. IMAGE AND MOTION BLUR MODEL**

Motion blur is caused by the relative motion between the camera and the scene during the integration time of the image. The lost spatial frequencies in motion blurred images can be recovered by image deconvolution, provided that the motion is at least locally shift-invariant. The first step to recover an image degraded by motion blur is to determine the original motion function or point spread function (PSF) precisely as possible. More accurately, given a motion blurred image and assuming a linear motion blur, we need to estimate the angle of the motion blur $\Theta$ and the blur length $L$. We consider a linear motion model not because it is the most accurate model of motion (it isn’t), but because it is straightforward to work with algorithmically, and yields excellent results when deblurring for face recognition. According to Equation 1, in order to recover the original image, $f(x, y)$, we need to estimate the motion blur PSF, $d(x, y)$, and convolve the degraded image, $g(x, y)$, with the inverse of the PSF, in addition to estimating the additive noise $n(x, y)$. Since the noise function is usually stochastic, we can just estimate the magnitude or the signal-to-noise ratio (SNR). Assuming a linear motion blur, the PSF can be formulated using the motion blur angle $\Theta$ and the motion blur length $L$ using the following equation:

$$d(x, y) = \frac{1}{L} \text{if } 0 \leq |x| \leq L \cos \Theta; \quad y = L \sin \Theta$$

The frequency response of $d(x, y)$ is a sinc function and is given by the following equation.

$$D(wx, wy) = \text{sinc} \left( \pi L \frac{x \cos \Theta + y \sin \Theta}{L} \right)$$

As shown in Equation 3, the motion blur angle $\Theta$ and the motion blur length $L$ are also preserved in the frequency domain representation of the motion blur PSF. The sinc function has periodic zeros according to the blur length $L$ and at an orientation that corresponds to the blur angle $\Theta$. Therefore, we can identify blur parameters by detecting the period and direction of the periodic zeros in the sinc function.

**A. Motion Blur Parameter Identification using the Cepstrum of the Image**

A method for identifying these periodic zeros in the sinc function, and thus the motion blur parameters, is to use the two-dimensional Cepstrum of the blurred image [6]. The Cepstrum of the blurred image $g(x, y)$ is given by the formula:

$$C(g(x, y)) = F^{-1} \left( \log |F(g(x, y))| \right)$$

where $F$ is the Fourier transform.

An interesting aspect of the Cepstrum is that it adheres to the property of additively under convolution. If we disregard the additive noise, then:

$$C(g(x, y)) = C(f(x, y)) + C(d(x, y))$$

Biemond et al. show in [15] that $C(d(x, y)) = F^{-1}(\log kD(x,$
y(k), where \( D(x, y) \) is the Fourier transform of \( d(x, y) \), has two large negative spikes at a distance \( L \) from the origin which can be used to estimate the motion blur length. However, the motion blur direction must be estimated first.

**B. Motion Blur Direction Identification**

The identification of blur direction is based on the fact that the Cepstrum of a non-blurred original image is isotropic, and the Cepstrum of a motion blurred image is anisotropic as shown in Figure 2. It can be seen from Figure 2 that the anisotropy in the Cepstrum is perpendicular to the motion blur angle in this example, \( 45^\circ \). The Hough transform can be used to detect the orientation of the anisotropy in the Cepstrum. To reduce the computational time of the Hough transform, the Cepstrum is converted to a binary image by thresholding using the most maximum value of the Cepstrum divided by 128, which can be accomplished using a shift operation. The Hough transform returns an accumulator array in which the maximum value should correspond to the blur direction. However, our experiments have shown that when the maximum value does not exactly correspond to the blur direction, the 2nd – 5th entry does correspond to the blur direction. Therefore, we return up to 5 angle estimates to increase the accuracy of the system. The inaccurate angle estimates are eliminated during the image restoration phase of the algorithm.

![Image of original and Cepstrum images](image)

(c) Motion blur at \( 45^\circ \) (d) Cepstrum of motion blurred image reflecting blur angle.

Fig. 2. Images and corresponding Cepstrums.

**C. Motion Blur Length Identification**

Once the candidate motion directions have been determined, the Cepstrum is rotated in the direction opposite to the motion direction. As noted in Section II-A, the Cepstrum of a blurred image will contain two significant negative peaks at a distance \( L \) from the origin. To reduce the noise in the 2D Cepstrum and provide a more accurate estimation we are collapsing the 2D Cepstrum into a 1D signal. The 1D Cepstrum also contains two pronounced negative peaks corresponding to the motion blur length. Most motion blur length estimations that use the Cepstrum for the length estimation either use the location of the largest negative peak, global minimum method, \([6],[16]\) or the position of the first negative value or zero, first crossing method, as the length estimate \([17],[18]\). However, we have experimentally determined that both estimates can be used to provide more accurate motion blur length estimations. Our research has shown that for blur lengths less than 12 pixels the first negative value or zero for the length estimate is more accurate, while, for motion blur lengths greater than 12 pixels the location of the largest negative peak is more accurate as the motion blur length estimation. An extensive review of the motion blur compensation literature did not produce any papers that documented this fact. Figure 3 shows the results of our length estimation experiments on motion blurred images.

For every motion blur length, \( \Theta \) was iterated from 0° to 180° and 5 length estimates were generated using both the first crossing and global minimum methods for each \( \Theta \) value. The length estimate that was the closest to the real blur length was used as the estimation error. For example, if the blur length was 5 and the estimated blur length was 4 or 6 then the error is 1. From Figure 3 it can be seen that using both techniques to estimate the motion blur length significantly reduces the error in estimating the motion blur length. The use of both estimates leads to up to 10 total estimates: 5 angle estimates with 2 length estimates per angle estimate. However, all but 2 complete estimates consisting of 1 angle and 1 motion blur length estimate will be eliminated during the image restoration phase of the algorithm.
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Fig. 3. Results of our Length Estimation Experiments on Motion Blurred Images. Curves express estimation error.

**D. Image Restoration**

A Hanning window is applied to the image before restoration to reduce the frequency effects or ringing in the output image due to discontinuities at the edge of the image. A Wiener Filter can be used to perform the image deconvolution once the motion blur angle and length have been estimated. Equation 6 below shows the Wiener Filter formula.

\[
R_{Wiener}(u, v) = \frac{H^*(u, v)}{|H(u, v)|^2 + \frac{1}{SNR}}
\]

An alternative to the Wiener filter is the Constrained Least Squares (CLS) filter as presented in [19]. The CLS filter
replaces the power Cepstrum ratio or 1 SNR parameter with a function that varies with frequency. The CLS filter helps eliminate some of the oscillations or “waves” in the output image by including a smoothing criterion. The CLS filter formula is shown below in Equation 7:

\[ R_{CLS}(u,v) = \frac{H^*(u,v)}{[H(u,v)]^2 + \gamma |P(u,v)|^2} \]  

(7)

where \( \gamma \) controls how much low-pass filtering occurs and \( P(u,v) \) is the Fourier transform of the smoothness criterion Function. Currently, we are using Laplacian cross mask as our smoothness criterion function. The Laplacian cross mask corresponds to a high pass filter; however, since it appears in the denominator of the Wiener filter formula, it acts as a low pass filter. We make use of the SNR-estimation technique presented in [20]. Finally, to eliminate the processing of up to 10 recovered images, we use a computationally effective image metric [21] to select the “best” images or the images deblurred with the PSF that was closest to the PSF of the blurring function. The two “best” images are then sent to the facial recognition core. The final recognition result comes from the image that produced the highest rank 1 score. Figure 4 shows the effect of motion blur and the results of deblurring using the presented methods.

III. ATMOSPHERIC BLUR MODEL AND RESTORATION

Atmospheric disturbances that can be attributed to the scattering and absorption of particles in the atmosphere and optical turbulence can also have significant impact on facial recognition performance. Our approach for atmospheric blur compensation is a linear systems approach in which a predetermined atmospheric modulation transfer function (AMTF) is deconvolved with the original image. The AMTF that we are using to model the atmospheric blur is based on a PSF that is within the Levy “stable” density family [22] whose Fourier transform is defined by:

\[ F\{h\}(u,v) = e^{-\lambda (u^2+v^2)\eta}; \]

\[ (u,v) \in \mathbb{R}^2, \]

\[ 0 < \eta \leq 1 \]  

(8)

where \( u \) and \( v \) are the frequency variables, \( \lambda \) controls the severity of the blur, and the value of \( \eta \) is an experimentally determined constant [22]. As the value of \( \lambda \) increases, the blur becomes stronger and when \( \lambda = 0 \) there is no blur. We are using multiple perturbations of the atmospheric parameters. For each blurred input image we are generating 10 deblurred estimates by perturbing the \( \lambda \) parameter. The images are recovered using the Wiener filter in Equation 6 and the estimated SNR. Finally, to eliminate the processing of all perturbed images, we use the same image metric described in Section II-D to select the “best” image or the image deblurred with the \( \lambda \) that was closest to the \( \lambda \) of the blurring function. A single image statistic, minimum kurtosis, as presented in [13], was also evaluated, however our image metric proved to be a more robust and accurate estimator of the \( \lambda \) parameter. Finally, in [13], the range of atmospheric parameters is set by the user and the range is usually computed by trial and error. The advantage of our algorithm is that the range of \( \lambda \) is recomputed based on the \( \lambda \) of the “best” image, thereby providing an adaptive atmospheric deblurring filter. Figure 5 shows an example of deblurring on an atmospherically blurred image.

IV. RESULTS AND SIGNIFICANCE

A. Facial Recognition

The deblurring methodology described above can be used as a pre-processing module for any facial recognition system. Here we briefly describe the facial recognition approach used to evaluate the impact of blur and our subsequent application of the deblurring algorithms. All images, both probe and gallery, were first geometrically normalized and the faces extracted from the surrounding images using the preprocessing module from the CSU Face Identification Evaluation Toolkit version 5.0 [23]. This resulted in face
chips of uniform sizes with uniform orientation to reduce the variation between gallery and probe images due to factors other than those we were testing. For our synthetic data experiments, to blur the probe images, each face chip was convolved with a filter synthesizing the effects of motion or atmospherics (depending on the test). This final image then became the input to the deblurring phase. The methods proposed in this study were implemented in a high-level prototyping language and run prior to decomposing each image into features to train or test a Support Vector Machine (SVM) classifier. Given a set of blur parameters and an associated model, a deconvolution filter was generated as described in Sections II and III. Each blurred image was then convolved with the filter (a multiplication in frequency space) resulting in a deblurred image. This final image was used as input to the recognition core. The recognition technique utilized is an augmented form of the technique published by Pinto et al. in [14]. Each gallery image is first filtered by an array of 96 Gabor filters, generating a large array of feature vectors. PCA is used to reduce the dimensionality of these feature vectors prior to using them to train a multiclass SVM. Due to the nature of this method of classification, several gallery images were used for each class so as to increase the accuracy of the SVM’s convergence. In the model of Pinto et al., the probe images are treated the exact same way, with each resulting feature vector classified by the trained SVM. It is in this stage or prior where the authors deblur the probe image before feeding it into the recognition pipeline. This reduces our problem to the same problem as in [14]. This algorithm was chosen for its relative simplicity and excellent baseline performance on popular data sets.

B. Experiments with Synthetic Blur

Using blurred images as probes in a facial recognition situation presents a serious issue that is known to have adverse effects. Several recent studies [24], [25] in facial recognition have treated this issue from various perspectives. Our perspective involves estimating the degree to which the blur has affected the original image and attempting to reverse these effects, as detailed in Sections II and III. These methods are completely automated, requiring no additional human interaction, and demonstrate significant improvement over related works and our baseline, which attempts to match blurred faces against a clean gallery. To test these deblurring methods, we employed a complete experiment-oriented facial recognition pipeline (shown in Figure 1). The tests were set up such that sets of clean gallery images from public datasets were used to train multiclass SVMs. For each data set, a set of images was chosen to be unique from all gallery images. These images were synthetically blurred as described below. These processed images were then used as probes to test the trained classifier and generate results indicative of the performance of our deblurring methods. To determine recognition metrics, subsets of two public datasets, FERET [26] and Labeled Faces in the Wild (LFW) [27], were employed. Each was prepared in such a way as to provide the maximum comparability to both the original intent of the dataset as well as with each other. Both datasets were geometrically normalized, but otherwise left unperturbed, prior to blurring the probes. For motion blur, recognition was tested at blur lengths of 10, 15, and 20 pixels and at integral angles uniformly distributed in the range $0 < \Theta \leq \pi$. For atmospheric blur, recognition was tested for $\lambda = 0.09$.

<table>
<thead>
<tr>
<th>BLUR</th>
<th>None</th>
<th>10px</th>
<th>15px</th>
<th>20px</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline blurred</td>
<td>97.50</td>
<td>75.00</td>
<td>39.58</td>
<td>16.67</td>
</tr>
<tr>
<td>Deblurred</td>
<td>–</td>
<td>92.89</td>
<td>93.75</td>
<td>86.67</td>
</tr>
</tbody>
</table>

The FERET subset (dubbed “FERET240”) was determined by choosing the subjects for whom the full set contained four or more images (giving us a sufficient amount of training data for the gallery). Of these, the first three, determined by an alphabetic sort, were utilized as gallery; the fourth in the listing was used as probe. This subset contained 240 subjects and 960 face chips. In order to use LFW, a protocol identical to that used for FERET was chosen. This varies from the protocol defined in [27] in that ours is tailored to the recognition problem, whereas the original is tailored to the verification problem. Subjects were chosen based on whether or not the original dataset contained four or more images, as with FERET. The first three, given by an alphabetic sort, were chosen as gallery; the fourth was chosen as probe. This subset (dubbed “LFW610”) contained 610 subjects and 2440 face chips.

C. Controlled Motion Blur

For each dataset, a blurred version of each probe was created at lengths of 10, 15, and 20 pixels, representing the range wherein motion blur severely crippled recognition on otherwise unprocessed probes. A suite of experiments utilizing five different sets of parameters was run on each dataset and blur level. For comparison, a baseline test was conducted on each blur length using the method of Pinto et al. [14] without performing any blur correction. As the FERET data set is a fairly well-behaved data set (consisting of frontal images of unoccluded faces with consistent lighting), results were also fairly well-behaved. The rank 1 results for each experiment are summarized in Table I. As expected, recognition rates dropped as blur increased, due to the increased possibility for error in estimating the blur, with an error in recognition of 4.61%, 3.85%, and 11.12% for blurs of length 10, 15, and 20 pixels, respectively. However, deblurring the probes before attempting recognition
demonstrated a marked increase in the percentage of probes recognized, at 23.85% (10 pixels), 136.86% (15 pixels), and 419.92% (20 pixels). The comparative cumulative match curves (representing percentage improvement of the deblurring over the baseline for increasing percentages of the total gallery) are shown in Figure 6. Labeled Faces in the Wild (LFW), on the other hand, is an unconstrained dataset by its very nature, so the results of deblurring were considerably lower. In [14], Pinto et al.

V. CONCLUSION

In this paper, we have presented a set of techniques for dealing with two types of blur evident in the real world insofar as their estimation and correction in the context of a facial recognition pipeline. We have presented a technique for estimating motion blur and a technique for estimating atmospheric blur and tested both on synthetically blurred data generated from two publicly-available datasets, one fairly well-behaved (FERET) and one unconstrained dataset (LFW). We also processed a series of videos containing real motion blur in a live outdoor setting. We have demonstrated a significant increase in recognition rates as a direct result of our deblurring techniques over the baseline recognition on the source images. Future work includes further study into methods of detecting whether or not blur is present, as well as determining which of several deblurring methods is appropriate for a given image. In addition, this study provides opportunity for using similar deblurring techniques with other recognition core implementations.
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